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Introduction
• Learning sequential information in

Melodies.

• Working with symbolic music data
(MIDI, GP4, etc.).

• Neural networks predict probability of
the pitch of a note given information
about the preceding notes.

• Applications: computational musicol-
ogy, music creation, generating musical
stimuli, music education.

Multiple Viewpoints Representation of Melody [2]
• An event-based representation of music.

• Viewpoint type (feature) sequences extracted from score.
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Prediction Models

• Input: Concatenated one-hot vectors

• Hidden: logsig or tanh units

• Output: Softmax

Evaluation
• Evaluated using cross entropy on 185 Bach chorales (total 9224 notes).

• Models compared with variable order Markov Models [4].

• Each model performs better than VOMM for a context length of 1.

• Feed-forward networks with more layers perform worse.
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Future Work
• Best way to represent missing values in context.

• Unbounded context models - recurrent neural networks.

• Adapting predictions by learning as melody progresses.

• Representing polyphony with multiple viewpoints.


